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Democracy in virtual production is causing an evolution  
in the technology. We look at how these new tools work

WORDS.	 Chelsea Fearnley

Movie 
magic

A s VFX becomes a greater part of 
the industry, virtual production 
attempts to fix the growing divide 
between what filmmakers can see 

through the camera on-set, and what they 
have to imagine will be added digitally 
many months later. But the technology 
isn’t new. It’s something that’s been 
utilised for a long time, and can even be 
traced as far back as the 1999 production 
of The Lord of the Rings. However, 
because it’s expensive and still needs 
improvement, there’s been a monopoly  
on who gets to use it.

In the movie business, there’s only so 
much money for R&D, since there are so 
few people who need it. 3D is one such 

example of an emerging technology  
that could only reach so far without 
proper funding, because it was such a 
pain to use. But the rise in consumer 
technology is making it possible to fix 
these problems. When we think about 
how much time people spend on their 
phones and laptops, you start to realise 
they’re living two lives: the physical one 
we’ve always known, and the digital one 
inside our devices. 

Now, all the world’s biggest  
companies are trying to marry those  
two worlds together – and it’s going to  
be enormous for VFX in the film industry. 
It means virtual production will finally 
become democratised.

WHAT A WONDERFUL WORLD
In its simplest form, virtual production 
is the ability to mix live footage and 
computer graphics at once, to get real-
time feedback and make on-set decisions 
about VFX and animation. It gets a bit 
more complex with VR, because the 
content is almost entirely computer 
generated. You can pick up a tree and 
move it, grab the sun and change the 
light, become a character and give a 
different performance.

The benefits of virtual production are 
unending. What it’s really good at – and 
helped pummel it into the mainstream – 
is how it allows for less travel and lodging 
for crew, because you can create any 

VIRTUAL The Mo-Sys Startracker is suitable for AR and VR. 
It was used on the BBC’s 2020 series of Strictly Come Dancing
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environment you want and have it in  
one place: an invaluable perk during  
a worldwide lockdown. It also helps put 
the tools of storytelling back into the 
hands of filmmakers, rather than an army 
of technicians. Using a combination of 
LED walls (and ceilings) with camera 
tracking systems and games engines to 
render content for playing not only in 
real-time, but in dynamic synchronicity 
with the camera’s viewpoint, filmmakers 
can stage scenes with greater realism. 
They can finally shake off that “we’ll fix 
it in post” mentality. But before we start 
heralding it as the future, let’s first look 
at what’s been done already – and what 
needs to improve.

LIGHTING COMPLEXITIES
For HBO comedy-thriller Run, the 
production built two cars, outfitted to 
resemble an Amtrak carriage, on a sound 
stage in Toronto. These rested on airbags 
that could simulate movement; instead 
of LEDs, a series of 81in 4K TV monitors 
were mounted on a truss outside each 
train window, displaying footage pre-
shot by Stargate from cameras fixed to 
a train travelling across the US. It was a 
smaller-scale, less expensive version of 
Lucasfilm’s production of The Mandalorian 
– for Season 1, it used a virtual set that 
was 75ft in diameter, 21ft high, and also 
had a ceiling composed of LEDs – but the 
principal was still the same. “It brings  
the location to production, rather than 
moving an entire cast and crew to often 
hard-to-access locations,” says DOP 
Matthew Clark.

Any light that played on the actors’ 
faces, or on surfaces in the train, had 
to be synchronised to the illumination 
outside the windows, otherwise the effect 
wouldn’t have worked. Clark says, “It 
was important to line up the picture so, 
when you’re standing in the car, your 
perspective of the train tracks and power 

lines are realistic and continuous. If the 
angle of the TV screen is off by just a few 
degrees, suddenly the wires of a telegraph 
pole would be askew. When we needed to 
turn the car around to shoot from another 
angle, the grips could flip all the monitors 
around the exact angle.”

Although LED lighting has come 
on leaps and bounds in recent years, 
output image quality from the panels 
still has some way to go. “Currently, the 
industry is using live event technology. 
It needs to transition to fit-for-purpose, 
cinematic LED technology,” explains 
Michael Geissler, CEO of Mo-Sys. Without 
cinematic LED technology, it’s not 
possible to light the actors and sets  
using panels alone – at least not well.

Arri Rental’s Andrew Prior recalls 
a scene from Marvel’s Loki, where the 
eponymous lead, and another character, 
find themselves stuck on a hazardous, 
purple planet, with meteors crashing 
into it from all kinds of directions. He 
affirms: “You could tell it was a volume 
behind them, but it was done very 
well. The average viewer wouldn’t have 
known. What was interesting, however, 

DIGITAL, BUT PRACTICAL The Midnight Sky used a ‘pop-up’ LED volume stage, thanks to ILM’s StageCraft technology

NEW TRICKS 
DOP Eben Bolter used virtual 
production techniques for 
his short film Percival, shot 
at the UK’s Rebellion Studios

“Currently, the  
industry is using  
live event technology.  
It needs to transition  
to fit-for-purpose, 
cinematic LED  
technology”
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was a wide shot of them sitting on a rock 
that looked all wrong. The purple light 
reflecting on their faces made their skin 
tones jaundiced – so even though the 
colour reflections were accurate [and 
not green from chroma key], it’s a clear 
example of lighting quality not being 
quite where it needs to.”

This is something manufacturers  
will have to figure out – and Mo-Sys’ 
Cinematic XR initiative is aimed at 
driving change in the image quality of 
LED panels. Purpose-built for cinematic 
and broadcast use, and designed by 
expert engineers, the solution improves 
final-pixel Unreal Engine image quality.

Geissler explains: “There are two 
extremes of Unreal graphics quality. 
In final-pixel LED volume shoots, 
you sacrifice Unreal image quality for 
immediacy. That is, you can’t turn the 
Unreal quality dials up without dropping 
below a real-time frame rate. At the 
other end of the scale, post-production 
compositing enables non-real-time 
rendering with all the Unreal quality 
dials at maximum, but at the expense of 
time and cost. Mo-Sys’ new NearTime 

LOOKING TO THE FUTURE 
Season 1 of The Mandalorian 

used a virtual set – it was 
75ft in diameter and 21ft 
high, with an LED ceiling

rendering combines the immediacy 
of final pixels with graphics quality 
approaching offline compositing, 
stretching rendering time in a patented 
and automated workflow.”

Another thing manufacturers need to 
keep in mind is that bigger is no longer 
better. LED displays are measured in 
pixel pitches (the distance in millimetres 
from the centre of one pixel to the centre 
of the adjacent pixel), and they need to 
be narrow enough for the images to be 
photographed. In our industry, panels 
with a pixel pitch of less than 4mm 
are known as ‘fine-pitch displays’, and 
displays with a pitch of less than 2.5mm 
are called ‘super fine-pitch displays’. 
From a marketing perspective, fine-pitch 
displays are indisputably the focal point 
of many vendors’ products, like Video 
Screen Services’ Black Pearl display, and 
boast vibrant colours, clear images and 
sufficient brightness.

By contrast, On-Set Facilities, a rental 
company in the UK offering LED screens 
and monitors, advises that the bigger the 
pixel, the more light it outputs onto the 
actors. Therefore, very fine pixel pitches 

may not be optimum for filming – but 
until the image quality of these panels 
improves, a lower output of beauty 
lighting is probably for the best.

CAMERA TRACKING
Another essential component is the ability 
to have the LED volume tracked to the 
camera movement by a wireless sensor. 
This means, as the DOP frames the shot 
on the LED wall, it adjusts to the camera’s 
perspective – and that’s no small feat, as it 
requires minimal to zero latency in order 
to work. Most tracking systems rely 
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Extreme LED
ROE Visual, AGS and Megapixel VR 
have come together to launch a new 
product that pushes the possibilities 
of LED technology to the extreme. 
The new GhostFrame solution can 
display more than one image feed  
on an LED panel with different inputs 
that are invisible to the human eye, 
but visible to the camera. And it is 
aimed at film, broadcast and event 
production teams working on  
virtual productions.

Creating multiple and hidden 
sources in one video feed gives 
production teams the freedom 
to operate without restrictions – 
reducing installation and production 
time, while allowing for real-time 
post-production in a near-zero 
latency environment.

The PX1 LED timing controller, 
an advanced version of what the 
industry refers to as a receiver card, 
has a lot of processing power. This 
makes it possible to implement the 
GhostFrame features within the LED 
panel, not the processor, so that you 
can take maximum advantage of 
overall system capacity.

The system works intuitively. 
In the processor, a user has control 
over which parts to enable, thereby 
reducing the risk for artifacts; it can 
assure perfect alignment between 
panel refresh rate and the camera 
shutter. The system offers four 
separate 4K inputs, and you can use 
several feeds in combination with 
tracking patterns and/or chroma  
key colours still – and hide these. 
Another advantage is that there  
is no need to pre-render or use 
special hardware to composite a 
combined feed.

on a series of cameras following infrared 
trackers, either inside-out (sensor mounted 
on the camera viewing trackers around the 
set) or outside-in (sensors mounted on the 
set viewing trackers on the camera). There 
are benefits to both, with varying impacts 
on how you would build a set.

Optitrack’s outside-in tracking method 
has been used for an incredible number 
of applications, and it is the system of 
choice for The Mandalorian on its virtual 
production stage. Traditionally used for 
character mocap, this method was also 
used for the recent Call of Duty: Modern 
Warfare’s performance capture. The 
solution uses sensors arranged around 
a stage, fitted with IR LEDs shining 
outwards. These track reflective silver 
orbs – IR markers – around the stage and, 
for our purposes, on the camera. While 
not as useful for live stage applications 
given the necessary visible markers, the 
accuracy is ideal for film applications, 
where they can either be hidden off-
screen or replaced in post.

Other go-to technologies include 
tracking systems from Mo-Sys and Ncam. 
The Startracker from Mo-Sys is an inside-
out system, with a sensor and IR lights 
shining from the camera position to track 
IR markers on either the floor, or ceiling, 
of the studio. It is flexible; the trackers 
can be placed with no regard to location 
or spacing, even above a lighting grid – 
and after calibration, everything is set, 
and the system starts automatically when 

turned on. The Startracker is best for a 
static studio, as the IR markers shouldn’t 
be moved often – and was used at MTV’s 
EMA Awards and on one of the most 
sophisticated virtual production shoots 
attempted by Netflix.

Ncam’s inside-out tracking system 
succeeds where others struggle – with 
daylight, markerless, wireless tracking. 
Using two sensors on wide-angle lenses 
mounted underneath the camera lens, 
the software understands the 3D space, 
placing virtual elements in the scene. 
Ncam can integrate wherever you are 
shooting, with no need to prep a space – 
but beyond this ease of set-up, the primary 
benefit of the system is its ability to track 
outdoors. It’s been used on everything, 
from Star Wars to the Super Bowl.

We haven’t even got to graphics cards 
yet, and the industry’s growing need 
for real-time ray tracing to increase 
image quality (maybe we’ll do that 
next issue), let alone what AI can do for 
virtual production (maybe the issue 
after). Nonetheless, progress is being 
made – virtual production has become 
democratised, and is 100% here to stay. 

ON THE SPOT Ncam’s Mk2 
Camera Bar can be mounted 

on a camera, so that all 
tracking and lens data is 

computed locally

“Optitrack’s outside-
in tracking method 
has been used for an 
incredible number 
of applications”
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